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Module 2: Discrete Distribution Problems
1.Probability (Combinations and types of events)
2.Probability (Classical Probability model)
3.Probability (Rules of probability)
4.Probability (Conditional probability)
5.Discrete random variables
6.Discrete probability distributions
7.Binomial distributions
8.Poisson distribution
9.Recap
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Conditional Probability

Marital Status Male Female Total
Single 0.18 0.15 0.33
Married 0.33 0.13 0.45
Others 0.13 0.10 0.23
Total 0.63 0.38 1.00

Suppose that an adult selected is at random.

1. What is the probability that the adult selected is single given 
that the selected person is male?

2. What is the probability that the adult selected is male given 
that the selected person is single?

The table reflects the relative frequency of distribution of 
marital status of adults in a town.
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Conditional Probability

Consider the situation whereby a box contains 3 red balls and 7 blue balls.

A = second item selected is blue
B = first item selected is blue

When sampling without replacement,
P(A) = 0.7, P(A|B) = 0.67

When sampling with replacement,
P(A) = 0.7, P(A|B) = 0.7

Thus, A and B are independent events in the second case but not the first.

How would you 
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Bayes Theorem

Region
Percentage of 
Population

Percentage of 
Children below age 7

North 15 5
South 20 6
East 30 7
West 35 5

Supposed a resident is selected at random. What is the probability 
that the resident is from the North region, given that he/she is a child.

Consider the following events,
S = selected resident is a Child

R1 = Selected resident is from the North

Priori, where P(R1) = 0.15



Bayes Theorem
Region

Percentage of 
Population

Percentage of 
Children below age 7

North 15 5
South 20 6
East 30 7
West 35 5

By Bayes Theorem,

P(R1|S) = 



Discrete Random Variables

For example, number of red balls in a box of balls, number of times required to 
roll a dice to get the first “1”.

Consider random variable X which counts the number of “1”s in two rolls of a fair 
dice.



Discrete Probability Distributions

The PMF of X, the number of “1”s in two rolls of a fair dice, is

This follows from (note that from (LC) px(2)=1-px(1)-px(0))
X = 0  {(=/=6,=/=6)} occurs,

X = 1  {(=6,=/=6), (=/=6,=6)} occurs,

u 0 1 2
px(u) 0.69 0.28 0.03



Discrete Probability Distributions

Graphing the probability histogram of the above table, the shaded region 
corresponds to the respective probability, P(X=0)

u 0 1 2
px(u) 0.69 0.28 0.03
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Discrete Probability Distributions

Probability histograms

u 0 1 2
px(u) 0.69 0.28 0.03
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Discrete Random Variables
u px(u) u*px(u) u2 *px(u)
0 0.69 0 0
1 0.28 0.278 0.278
2 0.03 0.056 0.111

0.334 0.389
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Binomial Distribution

Using the previous example, 

E(X) = 3 x 0.8 = 2.4, var(X) = 3 x 0.8 – (1-0.8) = 0.48
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Poisson Approximation to Binomial
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Next Module:
Module 3: Joint Distribution Problems


